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ABSTRACT
Hypertext visualizations embed interesting assumptions about the
underlying structure of ideas. Few novel approaches to hypertext
maps have been presented in recent years. The Gaudí view tessel-
lates the idea plane, exploring an approach to presenting a greater
number of notes on the screen, at the cost of restricting the fix-
ity of the visualization: you can move notes, but notes can move
themselves.
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1 HYPERTEXT VIEWS
People have drawn diagrams of abstract concepts for millennia,
perhaps for 70,000 years [15]. Abstractions are hard to pin down:
we might want to express that the force is with us, that justice and
peace walk together, that the six goats I have have something in
common with the six bushels of grain that you have [44]. Diagrams
help.

Schematic representations of hypertext networks have always
been interesting. The first review article on hypertext systems
suggested that map views might be their defining characteris-
tic [12]. Though the early history of the Web was replete with
graphic schemes for representing ways to navigate around a web
site [14, 24], these effort lost momentum as it became clear that
navigation was not the problem it had been thought to be [3, 26]
and that information-architectural signage could get people where
they wanted to go [43].

More recently, a number of web-based hypertext systems that
call themselves “Tools for Thought” have appeared, many of them
featuring hypertext maps on an “infinite canvas” or “indefinite idea
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plane” [6]. Most of these visualizations can be seen as extensions
of the visual ideas of NoteCards [32], Intermedia [50], Storyspace
[8], and their contemporaries. It’s been a while since we’ve seen
new hypertext views.

Figure 1: Part of a conventional hypertext map view, from
the author’s notes toward this work.

2 ORDER AND INTERTWINGULARITY
The hypertext impulse stems from two contrasting intuitions about
the nature of knowledge and of writing. Much hypertext research
anticipates that knowledge, when appropriately represented, ex-
presses structural relationships among concepts and that these re-
lationships capture an underlying structure inherent to the domain.
This often adopts an explicitly structuralist frame, most notably in
ZigZag [40] where each structural binary can be encoded and rep-
resented as a spatial dimension. The grand ontological experiments
of the semantic Web extend this line of work, as do the formalist
efforts in early hypertext research [13, 27, 34]. A second, conflicting
intuition holds that “everything is intertwingled” [39], maintaining
that the true network of connections among concepts is deeply
tangled and that the best that we can hope is that our hypertexts
capture some partial shadow of those connections, one which we
can grasp by excluding (perhaps temporarily) other connections
from our immediate consideration. Spatial hypertext embraces this
view [5, 33].

These questions, typical of classical hypertext research, perfuse
contemporary thought. Recent years have seen a number of mono-
graphs about organizing principles, many of them diagrammatic,
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for collections of knowledge. These include the footnote [20], al-
phabetical order [17], timelines [43], trees [28], literary maps [38],
and such paratexts as dedications, epigraphs, and stage directions
[22]. Others have studied knowledge maps [10, 47] and the epis-
temological foundations and consequences of the organization of
early libraries [11, 49]. Recent years have also seen great interest
in studies of the development of text itself [41, 44], of literature
[37], of the history of visualization [42], the recovery of meaning
from lost scripts [9], and the relationships between texts and such
writing spaces as bound notebooks [1, 16, 21].

All these studies can inform our hypertext visualizations. Yet
we have no really adequate survey of hypertext views at all, and
certainly not for the efflorescence of hypertext visualizations in
such systems as Obsidian, Roam, Notion, Tana, Twine, The Brain,
LogSeq, and others. These systems exert notable impact on practice,
although their creators have not always contributed to the research
literature or discussed the intellectual foundations of their design
choices.

3 MAPS
Figure 1 shows a contemporary hypertext map [4]. Each note is
represented by a rectangle (or other shape), which has a title. Notes
may also have a subtitle, a caption, and may contain an indefinite
amount of styled text and images. Notes may contain other notes as
well, and may be nested to whatever depth is useful. Links connect
notes, or in some systems links connect text spans or other note
components to components of other notes [48]. The entire viewmay
be panned and zoomed, and individual notes may be repositioned
or resized as desired.

Similar diagrams have been used for a long time, and one testa-
ment to their utility is that a journal of information architecture
was named “Boxes and Arrows.” Some shortcomings of these maps
are also well known: they tend not to be very dense, relationships
among links can be difficult to see, and link clarity is often at odds
both with fluent linking and with compactness. Quite a lot of Fig-
ure 1 is empty space, and while white space can be eloquent in the
visual arts, the white space in hypertext maps does not always have
much to say.

It is not difficult to see in the familiar hypertext map an echo of
modern architectural sensibility. Rectilinear forms echo the pixel
grid, and in the era of low-resolution displays helped avoid aliasing
artifacts. This makes their representation look good and simplifies
computation: form ever follows function [45]. A note about Bauhaus
founder Walter Gropius shares visual properties and UI affordances
with a note about LISP founder John McCarthy, echoing the late
modernist fascination with syntax and semantics [7]. Might other
approaches to organizing space fit better with our own (diverse)
contemporary approaches and interests?

4 GAUDÍ VIEW
We might find an alternative approach to the hypertext map in the
architecture of Antoni Gaudí, a Catalan architect best known for
his organic hyperboloid curvilinear surfaces covered in trencadís
— mosaics composed from fragments of broken ceramic tiles. This
colorful medium uses inexpensive waste materials and adapts easily
to the curvature of its underlying substrate.

Figure 2: Trencadís tilework from Antoní Gaudí, Park Güell,
Barcelona, 1904. Photo by the author.

Let us consider how trencadís tileworkmight apply to a hypertext
view. We have, as in Figure 1, some notes which are placed in the
plane. However they are arranged, we may reasonably ask a variety
of questions about their geometry. Which notes are neighbors?
Might it be useful to arrange notes so that related notes are near
each other? How can we express relationships among notes without
reducing the screen to a meaningless cacophony? (And, indeed, is
cacophony always such a bad thing to express in a universe that
has struck many, from Kohelet and Job, as inherently chaotic? Is
meaning not elusive and perhaps illusory? [6])

There is never enough screen space. The human eye can only
grasp roughly 7-14 megapixels of information at a glance; we can
get some more information by moving our eyes or by panning and
zooming the display, but this limitation matters. If we set out to
organize our research results by spreading index cards across a
picnic table [36], we might wish for a bigger table or smaller cards,
but we also sense that true physical limits are approaching: if our
picnic table were the size of an athletic field, it might not be enough.
Awaiting better screens is no longer a viable strategy, so efficient
use of the visual field must be a priority.

One of the chief virtues of map views (and a central idea of
spatial hypertext) is the interplay between a note and its neighbors.
But what do we mean by “a note’s neighbors”? Perhaps we mean
“linked” notes, but links may be of different types [29] and not all
links are equally interesting. We might list all the notes within a
fixed distance of some point. Another approach might list all the
notes that are adjacent to a note in which we are interested. But
what do we mean by “adjacent”? In Figure 3, for example, are notes
“Bill Seitz Spreadsheet” and “Digital Gardens Repository adjacent,
or not?
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One way to resolve these quandaries may be the Voronoi diagram
[19]. For a configuration of notes placed at points P1, P2. . . Pn in the
Cartesian plane, we associate with each note the open set of points
that are closer to that note than to any other note. These boundaries
determine the shape of each note. Though a naïve implementation
of Voronoi diagrams is O(n2 log n), Fortune’s algorithm [18] derives
the Voronoi diagram in O(n log n) time.

Given the Voronoi diagram of the hypertext map, we can derive a
convex polygon that surrounds each note. The edges of this polygon
are the perpendicular bisectors of the rays drawn from our note to
its neighbors. We define the shape or “hull’ of the note by insetting
this convex polygon slightly to allow the notes some “grout space”,
and round the corners with Bezier splines for better aesthetics. The
grout space can then be used to show links among notes. Notes
that share a Voronoi edge are neighbors; those that do not, are not.

Figure 3: What might the adjacency of notes imply?

Figure 4: A Gaudí view containing roughly 50 notes about
Information Gardening.

At this point, some notes might be much larger than others,
based only on their position. Lloyd’s Relaxation [30] provides a
convenient way to reallocate space. In essence, we move each note
toward the center-of-gravity or centroid of its domain, and then
recompute the Voronoi diagram for the new locations. Iteration
continues until changes in the diagram become small. Because small
changes in site placement evoke only small changes in the Voronoi
diagram, this relaxation preserves much of the sense of the diagram
even though notes move without our explicit permission. In this
way, each note’s position moves toward the center of its hull, and
the area of each note tends toward rough equality.

5 COMPACTNESS, CONTINGENCY, CHANCE
Using this procedure, our map gradually tends towards a hexagonal
tiling of the plane. Because hexagonal tiling is optimal, this fits lots
of notes into the viewport. As in treemaps [2, 28], most pixels are
working in the service of notes. Yet by stopping the integration a
little early, we retain some variety in shape and placement. This
variability makes it easier to read the diagram and to relocate notes
of interest.

The user is free to add or move notes as she desires. In response,
other notes in the diagram also move. For example, if we create
a note, nearby notes move and shrink to give the new note a fair
share of the available screen. As we move a note, its shape changes
to reflect the location of its new neighbors.

Because notes often have 5–7 neighbors, some of those neighbors
may be inadvertent. Occasionally, such accidental encounters may
inspire new connections. In making research notes, for example,
it can be helpful to see not only the relationships you anticipate,
but also to speculate on relationships between your current focus
and other notes in your project. The Web gives us unprecedented
ability to search for a wealth of resources we want to review, but I
sometimes miss the library stacks in which you might find almost
anything while trying to track down some elusive volume.

6 STABILITY AND FORCE
Hypertext research has usually assumed that, when you put a note
somewhere, it ought to stay where you put it [25]. In consequence,
hypertext maps tend to be stable: they change incrementally as
notes are added, moved, or deleted, but the map today will gener-
ally resemble the map tomorrow1. This stability is desirable and
useful, both in terms of finding what once we wrote, and also in
expressing the sense that hypertext writing is architectonic [7] —
that our hypertext notes are tangible, permanent entities on which
we can rely, not fleeting and vaporous phantasms. Many systems
have been reluctant to disrupt this stability: for example, spatial
parsers typically request the user’s permission before repositioning
misaligned elements [35, 44].

Gaudí view is not stable: notes change shape as they move, and
other notesmove and change shape to adapt to the space those notes
have vacated. This instability is not an insuperable inconvenience
because, though things change shape and move, the changes are
typically gradual and local. If you are working on several notes
about Alan Turing that you’ve dragged to the top of the view, they
will tend to remain near the top of the view. Thus, the informal
semantic power of spatial hypertext remains, although we lose the
Palladian intricacies of patterns that depend on symmetry [5].

To extend this contingent quasi-stability, we use a force predi-
cate that adds a small attractive force between pairs for which the
predicate is satisfied. If the force predicate is

$Tags(this).intersects($Tags(that))

then notes that share at least one tag will tend to gather together.
Similarly, each edge of the viewport has its own force predicate;
if the right edge has the force expression $Sentiment>0.6, then
enthusiastic notes will tend to drift toward the right. These forces

1Indeed, in VKB you could see yesterday’s map, or last year’s, and retrace their evolu-
tion into today’s. [46]

67



HT ’24, September 10–13, 2024, Poznan, Poland Bernstein

join with a friction force and with each note’s attraction to the cen-
troid of the hull. A simple verlet integration [23] is then followed by
recalculating the Voronoi diagram and updating the display; good
frame rates were obtained with 200 notes on pedestrian hardware,
and this approaches the limit of titled notes on a 27′′ display. (The
conventional map view excerpted in Figure 1 fits roughly 80 notes
into the same area.)

The relationship between note as icon and note as representation
deserves greater exploration. As Mark Anderson has pointed out,
some hypertext users are content that the visual representation of a
note be symbolic, an icon that stands for the note without being the
note itself, just as a Byzantine mosaic might invite contemplation
of a saint without attempting to depict that specific saint’s actual
appearance. Other hypertext users —and others systems — prefer
that the representation be the note itself, albeit perhaps seen at a
distance from which not all details are legible. If the note is an icon,
a user might select or “open” it to learn what is inside; if the note is
itself, a user might approach the element more closely in order to
see more detail. These considerations resonate in interesting ways
with recent epistemological thought about “thinking with things”
[31], reviving Engelbart’s mission to build intellectual prostheses.

Many aspects of the view remain to be explored. The Gaudí view
should welcome fisheye views and hyperbolic geometries; indeed,
hyperbolic architectural surfaces motivated Gaudí’s embrace of
trencadís tilework. If adjacent notes are linked, we might merge
their hulls to form a larger composite object. Edge forces were
intended to impose semantics on the plane, but might also be used
to differentiate notes based on continuous variables, by analogy
to chromatography or electrophoresis. Moreover, the seemingly
simple matter of typesetting inside a convex irregular polygon is
surprisingly tricky, and the aesthetic problems of expressing the
individuality of notes (by title, by icon, by color, or otherwise)
without cacophonous visual clutter is intriguing.
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